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BACKGROUND

» Rapid increase in social media usage
o 2.47 Billion active social media users !
e Abundant user generated data

e Association between social media and suicidal behavior 2
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HATE MATERIALS

15 - 18 Years

Exposed to hate materials3



MISOGYNY

United Klngdom

8%

Experienced online abuse or harassment

e Hate speech that is targeted towards women

e Online abuse has been linked to offline domestic violence against women

after leaving an abusive relationship?.



RESEARCH

 How can machine learning be used for possible intervention?
 Improve the identification and classification of text containing worrying languages.

e C(ase studies: suicide related and misogynistic tweets (independently)

Data Pre-processing Transformation Modelling Evaluation Deployment




APPLICATION

e Labelled tweets for suicide related communications and misogyny

* Measured the performance of existing machine learning approaches and techniques
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* Ensemble learning, rule-based learning

* Dimensionality reduction techniques
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RESULT
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PLACEMENT

e PyGrams: Python based app for extracting popular terms from large documents.
 Implement automated stop words

e 176 in-built English stop words e.g. I, any, haven’t

Data Pre-processing Transformation Modelling Evaluation Deployment
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APPROACH

Sample Data: 3,526 words Approach
Existing Methods 1 2 3 4

Entropy

Term Frequency (TF)

TF1 (Singleton words)
Inverse Document Frequency (IDF) 228
TF/IDF

Variance
Total Stop words 260 2613 319 500




RESULT

176 + 228 = 404




In-built and auto-generated stop words

Deploy auto-generated stop words

Research

Auto-generated stop-words
Rule-based learning
Target and/or minority classes

Domain specific
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